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Motivation Experiments

Our proposed SMAUG

(a) SMAUG method: adopt MAE to extract features and reconstruct original pixels.
(b) Token sparsification: reduce spatial redundancies for visible patches.
(c) Frame selection: take visual and textual features as inputs and outputs
the selected frames by the scores.
(d) Pre-training objectives:

l Previous methods require heavy
computation for pre-training.

Pre-training

Fine-tuning

l Masked Autoencoders (MAE)
can offer a decent solution.

l Can we guarantee performance
while significantly reducing costs?
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Results on text-to-video retrieval task

Influences of different components
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