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Experiments

Method

Motivation Variations in editing regions can significantly influence the edited results!

l Explores to learn intuitive box regions for image local editing 
l It can be integrated with other text-to-image models
l Solves complex prompts with multiple objects and extended length

l Feature and anchor initialization from the SSL model

l Inference by quality score:
l Train region generation network to obtain editing regions

Comparison with existing methodsImage editing results with simple and complex prompts

Source code

Compatibility with image synthesis models (MaskGiT)

Effect of different loss components
Effect of region generation methods

User study


